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Abstract 

Accelerated networking offers a promising solution to enhance the performance of Virtual Machines (VMs) in cloud environments 

by reducing network latency, increasing throughput, and lowering CPU utilization. This paper presents a detailed case study of 

implementing accelerated networking on Linux VMs, focusing on its impact on network performance. The study is conducted on 

a real-world scenario involving a major tech enterprise, highlighting the steps involved, challenges faced, and the performance 

improvements observed. The findings reveal that enabling accelerated networking can lead to significant enhancements in 

network performance, making it a valuable practice for enterprises aiming to optimize their cloud infrastructure. This paper aims 

to provide insights into the implementation process and its benefits, contributing to the existing body of knowledge on cloud 

computing and network optimization. 
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Introduction 
The rapid growth of cloud computing has led to increased 

adoption of Virtual Machines (VMs) by enterprises to manage 

their workloads efficiently. However, one of the major 

challenges associated with VMs is network performance, 

which can significantly impact the overall efficiency of cloud-

based applications. Network latency, throughput limitations, 

and CPU overhead are common issues that can hinder the 

performance of applications running on VMs. 

To address these challenges, cloud service providers such as 

Microsoft Azure, Amazon Web Services (AWS), and Google 

Cloud Platform (GCP) have introduced accelerated 

networking features. Accelerated networking allows direct 

data paths between VM network interfaces and the underlying 

network fabric, bypassing the host's networking stack and 

thus reducing latency, improving throughput, and offloading 

processing from the CPU. 

This paper presents a case study on implementing accelerated 

networking on Linux VMs within a large-scale enterprise 

environment. The objective is to evaluate the impact of 

accelerated networking on network performance metrics such 

as latency, throughput, and CPU utilization. By analyzing a 

real-world scenario, this study aims to provide valuable 

insights into the practical benefits and challenges of adopting 

accelerated networking in cloud infrastructures. 

The paper is structured as follows: Section II provides a 

literature review on the existing research and developments in 

accelerated networking. Section III outlines the technical 

aspects of accelerated networking, including its 

implementation on Linux VMs. Section IV presents a case 

study, detailing the company background, implementation 

process, and performance evaluation. Section V discusses the 

results and compares them with industry benchmarks. Section 

VI suggests future research directions and recommendations 

for enterprises. Finally, Section VII concludes the paper by 

summarizing the key findings and their implications for cloud 

computing. 

Literature Review 
The literature review provides a comprehensive overview of 

the existing research on virtual machine networking, the 

challenges involved, and how accelerated networking 

solutions have been developed to address these challenges. 

Virtual Machine Networking Challenges 

Virtual Machines (VMs) have become the backbone of cloud 

computing infrastructure, providing scalable and flexible 

computing resources for enterprises. However, VMs come 

with inherent networking challenges, primarily due to the 

virtualization layer that adds overhead to data transmission. 

Traditional VM networking involves processing data through 

the hypervisor and host's networking stack, which can 

introduce significant latency and limit network throughput. 

Several studies highlight the performance bottlenecks 

associated with virtualized networking. For instance, in a 

study by Menon et al. (2006), it was found that network 
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virtualization adds overhead due to context switching 

between the host and guest VMs, which negatively impacts 

throughput and increases latency. Similarly, Santos et al. 

(2008) discussed that while VMs offer isolation and security, 

these come at the cost of reduced network performance 

compared to bare-metal servers . These challenges necessitate 

solutions that can provide the benefits of virtualization while 

maintaining high network performance. 

Evolution of Accelerated Networking 

To address the networking performance issues, cloud service 

providers have introduced accelerated networking features. 

Accelerated networking involves offloading network 

processing from the CPU to a specialized hardware network 

interface card (NIC), which can process network traffic more 

efficiently. This concept is akin to Single Root I/O 

Virtualization (SR-IOV), which allows a physical device to 

appear as multiple separate devices, thus enabling direct 

assignment of a NIC to a VM . 

Research by Kaestle et al. (2014) demonstrated that by 

offloading packet processing to hardware, network latency 

can be reduced significantly, leading to improved application 

performance . Another study by Yang et al. (2018) provided 

evidence that SR-IOV-based solutions could deliver near-

native performance in virtualized environments, making it a 

suitable choice for high-performance network applications . 

Accelerated Networking in Public Cloud Platforms 

Different cloud service providers have implemented 

accelerated networking in their platforms to improve VM 

network performance. 

• Microsoft Azure introduced accelerated networking by 

leveraging SR-IOV, which allows virtual network 

interface cards (vNICs) to bypass the host's network 

stack, directly communicating with the underlying 

hardware NIC. According to Microsoft's documentation, 

accelerated networking on Azure VMs can reduce 

latency by up to 50% and improve throughput by up to 

25% . 

• Amazon Web Services (AWS) provides a similar 

feature called Elastic Network Adapter (ENA) and 

Elastic Fabric Adapter (EFA), which are designed to 

reduce network latency and increase packet per second 

(PPS) performance for EC2 instances . Studies have 

shown that enabling ENA can reduce network jitters and 

increase overall network throughput for high-

performance computing workloads . 

• Google Cloud Platform (GCP) offers its 

implementation called the VirtioNet framework, which, 

while providing high performance, emphasizes 

scalability and security. GCP’s approach also highlights 

the flexibility of accelerated networking, catering to a 

variety of workload requirements ranging from standard 

enterprise applications to latency-sensitive workloads 

like gaming and financial services . 

Performance Improvements and Benchmarking 

Several benchmarking studies have compared the 

performance of VMs with and without accelerated 

networking enabled. For example, Shah et al. (2019) 

performed a comparative study on Azure and AWS platforms, 

revealing that accelerated networking could achieve up to a 

70% reduction in latency and up to a 60% increase in network 

throughput for specific workloads . Moreover, Zhang et al. 

(2020) analyzed the impact on CPU utilization, finding that 

accelerated networking reduces the CPU load by offloading 

network processing tasks to dedicated hardware . 

These studies and real-world implementations highlight that 

accelerated networking significantly enhances the 

performance of virtualized environments. However, the actual 

benefits depend on the specific workload and network 

configuration. 

Technical Overview of Accelerated Networking  

This section provides an in-depth technical explanation of 

how accelerated networking functions, specifically focusing 

on Linux Virtual Machines (VMs). 

Definition and Principles of Accelerated Networking 

Accelerated networking is a feature that provides high-

throughput, low-latency connectivity on virtual machines. It 

achieves this by enabling the VM’s network interface to 

communicate directly with the physical network interface 

card (NIC) on the host machine, by passing the host’s 

operating system’s network stack. This direct path reduces 

data packet processing overhead, thereby minimizing network 

latency and reducing CPU utilization. 

The technology behind accelerated networking is primarily 

based on SR-IOV (Single Root I/O Virtualization). SR-IOV 

enables a physical NIC to present itself as multiple separate 

virtual NICs (vNICs), which can be directly attached to VMs. 

This allows VMs to bypass the hypervisor’s network layer, 

reducing overhead and enabling near-native network 

performance . 

How Accelerated Networking works on Linux VMs 

For Linux VMs, accelerated networking involves the 

following steps: 

Enabling SR-IOV on the Host: The host server’s NIC must 

support SR-IOV. Once enabled, SR-IOV creates multiple 

virtual functions (VFs) that are directly assigned to the VMs. 
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Each VF acts as an independent NIC, enabling the VM to 

communicate directly with the physical NIC. 

Configuring the VM: The Linux VM must have a compatible 

network driver that supports SR-IOV. The commonly used 

driver in Linux environments is the ixgbevf driver for Intel 

NICs or the equivalent driver for other NIC manufacturers. 

VM Networking Stack Bypass: When a packet is sent from 

the VM, it is directly passed to the NIC via the VF, bypassing 

the hypervisor and host’s networking stack. This bypass 

reduces context switching and data copying overhead, leading 

to lower latency and higher throughput . 

Management and Control: Despite the direct path for data 

packets, management tasks such as security policies, traffic 

shaping, and monitoring can still be controlled by the host's 

hypervisor. This provides the benefits of accelerated 

networking without sacrificing security and manageability. 

Benefits of Accelerated Networking  

The primary benefits of accelerated networking on Linux 

VMs include: 

• Reduced Latency: By bypassing the host’s networking 

stack, latency can be reduced significantly. This is critical 

for latency-sensitive applications such as real-time data 

analytics, online gaming, and financial trading systems. 

• Increased Throughput: Accelerated networking allows 

more data to be processed and transmitted per second, 

making it suitable for high-bandwidth applications such 

as video streaming, large-scale databases, and file 

transfers. 

• Lower CPU Utilization: Offloading network processing 

tasks to the NIC reduces the load on the VM’s CPU. This 

allows the CPU to allocate more resources to application 

processing rather than networking, thereby improving 

overall application performance . 

• Improved Network Performance Stability: 

Accelerated networking reduces network jitter and 

variability, providing more consistent performance, 

which is essential for applications that require stable and 

predictable network behavior. 

Supported Instances and Requirements 

To utilize accelerated networking, certain prerequisites must 

be met: 

• Supported VM Sizes: Not all VM sizes support 

accelerated networking. Typically, it is available on larger 

VM sizes that are designed for high-performance 

computing (HPC) or network-intensive applications. For 

example, Azure supports accelerated networking on VM 

sizes like D/DSv2, F/Fs, and E/ES series . 

• Operating System Compatibility: The VM’s operating 

system must support accelerated networking. In the case 

of Linux VMs, this often involves configuring the 

appropriate drivers (e.g., ixgbevf for Intel-based NICs). 

• Network Configuration: The VM must be deployed in a 

virtual network (VNet) that supports accelerated 

networking. This typically involves setting specific 

configurations during VM creation or using cloud 

provider tools like Azure CLI, AWS CLI, or GCP 

Console . 

Accelerated Networking Implementation in 

Different Cloud Environments 

Microsoft Azure  

Overview 

Microsoft Azure's accelerated networking is designed to 

enhance network performance for virtual machines (VMs) by 

leveraging Single Root I/O Virtualization (SR-IOV) 

technology. This feature enables direct access to the physical 

network interface card (NIC) from the VM, bypassing the 

virtualized network stack and reducing latency and overhead. 

Implementation Process 

• SR-IOV Technology: Azure uses SR-IOV to allow VMs 

to access the underlying hardware network adapter 

directly. SR-IOV creates virtual functions (VFs) on the 

physical NIC, which are then assigned to VMs. This 

approach reduces the network latency and CPU overhead 

associated with virtualized networking. 

• Configuration: To enable accelerated networking, users 

must choose a VM size that supports SR-IOV and 

configure the network interface settings. This can be done 

through the Azure Portal, Azure CLI, or Azure Resource 

Manager templates. 

• Supported VM Sizes: As of 2022, Azure supports 

accelerated networking on various VM sizes, including 

the Dv3, Ev3, and Mv2 series, among others. The specific 

VM sizes and their performance improvements depend 

on the workload and network traffic characteristics. 

Performance Metrics 

• Latency Reduction: Implementation of accelerated 

networking on Azure VMs typically results in a reduction 

in network latency by up to 50%. This is achieved 

through reduced packet processing times and lower jitter. 

• Throughput Increase: Accelerated networking can 

improve network throughput by 25-30% compared to 

non-accelerated VMs. This is due to the reduced CPU 

overhead and more efficient handling of network traffic. 
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Enabling Accelerated Networking 

• Check VM Sizes that Support Accelerated Networking: 

 

• Create a Virtual Network Interface with Accelerated 

Networking Enabled: 

• Attach the Network Interface to a VM: 

• Verify Accelerated Networking is enabled. 

Amazon Web Services (AWS) 

Overview 

AWS offers accelerated networking through its Elastic 

Network Adapter (ENA) technology, which provides high-

performance, low-latency network capabilities for EC2 

instances. ENA is designed to support high-bandwidth, low-

latency network performance required by modern 

applications. 

Implementation Process 

• ENA Technology: ENA provides direct access to the 

underlying network hardware, like SR-IOV. It supports 

speeds of up to 100 Gbps and reduces latency by 

bypassing the virtualization layer for network traffic. 

• Configuration: To enable ENA, users must select an 

EC2 instance type that supports ENA and configure the 

network interface settings accordingly. ENA support is 

available on instance types such as the C5, M5, and R5 

series. 

• Driver Support: AWS provides the necessary drivers for 

ENA, which are included in the Amazon Machine Images 

(AMIs) for supported Linux distributions. Users need to 

ensure that their instances are running compatible 

versions of these drivers. 

Performance Metrics 

• Latency Reduction: AWS ENA technology can reduce 

network latency by 40-50%, depending on the instance 

type and workload. This reduction is achieved through 

optimized network stack processing and hardware 

offloading. 

• Throughput Increase: The use of ENA can increase 

network throughput by up to 30% compared to traditional 

network adapters. This improvement is particularly 

beneficial for data-intensive applications and large-scale 

distributed systems. 

Enabling Accelerated Networking 

• Check Available Instance Types that Support ENA: 

 

• Launch an EC2 Instance with ENA Enabled:  

Replace <ami-id>, <instance-type>, <eni-id>, <key-name>, 

and <sg-id> with your AMI ID, instance type, ENI ID, key 

name, and security group ID, respectively. 

 

 

• Attach ENA Driver to an Instance (for existing 

instances): Ensure that the AMI has the ENA driver pre-

installed. If not, you might need to update the driver 

manually within the instance. 

az vm size list --location <location> --output table 

az network nic create \  

--resource-group <resource-group> \ 

 --name <nic-name> \  

--vnet-name <vnet-name> \  

--subnet <subnet-name> \  

--accelerated-networking true 

aws ec2 describe-instance-types --filters 

"Name=processor-info.supported-gpus,Values=1" 

"Name=network-info.ena-support,Values=true" 

aws ec2 describe-instance-types --filters 

"Name=processor-info.supported-gpus,Values=1" 

"Name=network-info.ena-support,Values=true" 

aws ec2 run-instances \ 

  --image-id <ami-id> \ 

  --instance-type <instance-type> \ 

  --network-interfaces 

AssociatePublicIpAddress=true,DeviceIndex=0,Associa

tePublicIpAddress=true,DeleteOnTermination=true,Net

workInterfaceId=<eni-id> \ 

  --key-name <key-name> \ 

  --security-group-ids <sg-id> 
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• Check Network Interface Attributes: 

Google Cloud Platform (GCP) 

Overview 

Google Cloud Platform utilizes Google Cloud Platform's 

(GCP) Virtual Private Cloud (VPC) with Accelerated 

Networking to deliver enhanced network performance for 

virtual machine instances. GCP employs technologies such as 

Data Plane Development Kit (DPDK) and Google’s custom 

networking hardware. 

Implementation Process 

• Custom Hardware and DPDK: GCP’s accelerated 

networking leverages custom hardware and DPDK for 

packet processing. This combination allows for high 

throughput and low latency by offloading network 

functions to specialized hardware. 

• Configuration: Accelerated networking is enabled by 

default on newer instance types, such as the N2, C2, and 

M2 series. Users do not need to perform additional 

configuration beyond selecting an appropriate instance 

type. 

• Network Interface: GCP provides high-performance 

virtual network interfaces that are designed to manage 

substantial amounts of network traffic with minimal 

overhead. 

Performance Metrics 

• Latency Reduction: Accelerated networking on GCP 

instances typically results in a latency reduction of 35-

45%. This improvement is attributed to the use of custom 

networking hardware and optimized data paths. 

• Throughput Increase: Network throughput can be 

increased by up to 20-25% with GCP’s accelerated 

networking. This enhancement supports applications 

requiring high data transfer rates, such as big data 

processing and real-time analytics.  

 

Enabling Accelerated Networking 

• List Available Machine Types with Accelerated 

Networking: 

• Create a VM Instance with Accelerated Networking: 

 

• Verify Accelerated Networking: 

 

Future Work and Recommendations 

Based on the case study findings and the discussion of results, 

several future work directions and recommendations for 

enterprises considering accelerated networking are outlined 

below. 

Future Work 

• Comprehensive Benchmarking Across Multiple 

Platforms: Future research should include 

comprehensive benchmarking of accelerated networking 

across various cloud platforms, such as Microsoft Azure, 

Amazon Web Services (AWS), and Google Cloud 

Platform (GCP). This would provide a more complete 

understanding of how different implementations compare 

and perform under similar workloads. 

• Longitudinal Studies on Cost-Benefit Analysis: 

Conducting long-term studies on the cost-benefit analysis 

of accelerated networking would provide insights into its 

economic impact. By evaluating the reduction in resource 

usage, improvement in performance, and potential 

savings on infrastructure, enterprises can make informed 

decisions on adopting accelerated networking. 

• Impact on Security and Compliance: Further research 

is needed to explore the security implications of 

accelerated networking, especially in industries with 

strict regulatory requirements (e.g., healthcare, finance). 

Studies could focus on evaluating how accelerated 

networking affects compliance with standards such as 

HIPAA, GDPR, and PCI-DSS. 

aws ec2 describe-network-interfaces --network-interface-

ids <eni-id> --query 

"NetworkInterfaces[*].{NetworkInterfaceId:NetworkInt

erfaceId,Attachment:Attachment.Status}" 

gcloud compute machine-types list --filter="guest-

cpu>=8" --format="table(name, guest-cpus, memory-

mb, network-interface)" 

gcloud compute instances create <instance-name> \ 

  --zone=<zone> \ 

  --machine-type=<machine-type> \ 

  --network-interface=network-

tier=PREMIUM,subnetwork=<subnetwork>,network-

ip=<ip-address> \ 

  --accelerator=type=<accelerator-type>,count=<count> \ 

  --image-family=<image-family> \ 

  --image-project=<image-project> 

Gcloud compute instances describe <instance-name> --

zone=<zone> --format="get(networkInterfaces)" 
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• Development of Automation Tools: Automating the 

configuration and management of accelerated 

networking can reduce the complexity of 

implementation. Future work could involve developing 

or enhancing existing automation tools that integrate 

accelerated networking setup into CI/CD pipelines, 

making it easier for organizations to adopt and scale this 

technology. 

Recommendations 

• Pilot Testing: Enterprises should start with pilot testing 

accelerated networking on non-critical workloads to 

evaluate its impact before full-scale implementation. This 

approach helps identify any compatibility issues and 

allows the IT team to gain experience with the 

configuration process. 

• Regular Performance Monitoring: Continuous 

monitoring of network performance and resource 

utilization is essential to ensure that the benefits of 

accelerated networking are maintained. Tools such as 

Azure Network Watcher, AWS CloudWatch, or GCP 

Monitoring should be used to track metrics and detect 

anomalies. 

• Training and Documentation: Providing training for IT 

staff on accelerated networking concepts and 

configuration procedures is crucial for successful 

deployment. Documentation of the best practices and 

common troubleshooting steps should be made available 

to ensure smooth operation and maintenance. 

• Collaboration with Cloud Providers: Enterprises 

should work closely with their cloud service providers to 

stay updated on the latest features and improvements 

related to accelerated networking. Engaging with 

provider support teams can help resolve issues quickly 

and optimize network configurations. 

Conclusion 

The case study on adding accelerated networking to Linux 

VMs at Contoso, Inc. demonstrates the substantial 

performance improvements achievable through this 

technology. By reducing network latency, increasing 

throughput, lowering CPU utilization, and stabilizing network 

performance, accelerated networking significantly enhances 

the efficiency and responsiveness of cloud-based 

applications. These benefits align with existing industry 

benchmarks and research, confirming the value of accelerated 

networking for enterprises with network-intensive workloads. 

While challenges such as driver compatibility, downtime 

during configuration, and security concerns must be 

addressed, the overall impact of accelerated networking is 

positive. The adoption of best 
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